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1Computing Systems Department. Escuela Politécnica Superior
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Abstract

When the QoS requirements of a user’s job cannot be fulfilled through local re-

sources, then the job may be forwarded to another domain. It therefore becomes nec-

essary for each domain to maintain information about others, to faciliate such decision

making. To be effective within large distributed systems (such as Grids), this must be

done in a scalable and efficient manner. A proposal for meta-scheduling jobs between

different administrative domains is presented and evaluated. The proposal isbased on

techniques already used forpeer-to-peersystems, and integrated into a Grid Network

Broker (GNB) framework, which performs meta-scheduling within an administrative

domain. A key emphasis within this work is to utilize network metrics between do-

mains, in addition to the computational/data capability available.
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Figure 1: A Grid, made of several administrative domains.

Figure 2: Match-making between job requirements and computing resources.

1 Introduction

Grid computing applications often require the use of resources that are managed by different

organizational domains, each of which may keep their independence and autonomy [15]. As
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illustrated in Figure 1, such sharing of resources across organizational boundaries leads to

the formation of aVirtual Organization[42]. Hence, jobs belonging to a user may need to

be executed in a computing resource from a different administrative domain, as shown in

Figure 2. A user wishing to execute a job with particularQuality of Service(QoS) require-

ments, such as execution time or response time, must contacta resource broker in order to get

a computing resource fulfilling those requirements. It now becomes necessary to consider

an alternative administrative domain, if local resources cannot be found to fulfill these QoS

requirements.

Our proposed heuristic is intended to manage QoS in a Grid system, and it is specially

concerned with the interactions between administrative domains when performing the meta-

scheduling of jobs to computing resources. It is implemented in an entity calledGrid Net-

work Broker (GNB), first presented in [8], and which has been extended in this paper to

perform inter-domain meta-scheduling. The heuristic utilizes Peer-2-Peer (P2P) ideas cen-

tered on query routing, for identifying suitable neighbouring domains which may contain the

required resources.

The paper is structured as follows: Section 2 reviews current proposals on network QoS

in Grids, and the lack of attention paid to inter-domain relations. Also, existing proposals for

inter-domain meta-scheduling are revised. Section 3 explains our proposal of inter-domain

meta-scheduling. Section 4 provides an evaluation, demonstrating the usefulness of our

work, and Section 5 provides conclusions and guidelines forfuture work.

2 Related work

The provision of QoS in Grids has been addressed by several research projects, among oth-

ers [32] [7] [2] [1] [35] [36] [16] [29].
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Regarding inter-domain relations, GARA [32] is difficult to scale, since users (or a

broker acting on his behalf) has to authenticate himself with all domains. On the other hand,

NRSE [7] is able to automatically negotiate a multi-domain reservation by communicating

with its counterpart on the remote network, on behalf of its client. Reservations across multi-

ple domains are made using two NRSEs, one at each end (improving on GARA’s limitation),

but it relies on the assumption that the core network is over-provisioned. Besides, NRSE is

only aimed at performing network reservations, not meta-scheduling of jobs to computing

resources.

Interactions between different administrative domains have been studied, among oth-

ers, in [5] [6] [13] [10] [18] [24] [41], but they are mainly concerned with security issues,

not scheduling. Furthermore, the combination of Grid computing with P2P has been studied,

among others, in [34] [39] [40] [20] [37] [38]. Among them, Talia et al. [34] propose a P2P

protocol for efficient invocation of Grid Services, and an architecture for resource discovery

that adopts a P2P approach to extend the model of the GT3 information service. They pro-

pose a modified Gnutella discovery protocol –Gridnut – which makes it suitable for OGSA

Grids. In particular, Gridnut uses appropriate message buffering and merging techniques to

make Grid Services effective as a way to exchange messages in a P2P fashion.

Xion et al. [39] develop an algorithm for finding services in aP2P Grid. To use it,

Grid resources are at first aggregated into aGridPeer. Then, when a Grid resource is needed,

a genetic algorithm is used to find the closest GridPeer. Then, to find accurate resources

within the GridPeer found, it applies the Ant algorithm. Similarly, Xu et al. [40] presented a

framework for the QoS-aware discovery of services, where QoS is based on feedback from

users. Gu et al. [20] proposed a scalable aggregation model for P2P systems to automatically

aggregate services to support distributed application delivery, which satisfy user specified

QoS guarantees.
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Also, given the scenario where no suitable computing resource is available in the local

administrative domain, a major issue is choosing the neighbor domain to which the query will

be resubmitted. The proposal of the e-Protein Project [28] is calledJob Yield Distribution

Environment(JYDE) [27]. One of its components is theGrid Distribution Manager(GriDM,

or DM), a P2P system that performs inter-domain meta-schedulingand load balancing above

the intra-cluster schedulers like SGE, Condor, etc. On the submission server, GriDMs form

a P2P network and attempt to balance the load across them. GriDM works by constantly

checking the lengths of the wait queues at each site. When a queue on a particular site falls

below a threshold, new permits are issued for that site, so that more jobs can be submitted

to that site. The aim of this strategy is to keep every CPU at every site running jobs, and to

keep a few jobs waiting at each site at any time, but not so manythat it would hinder the

DM’s ability to make meta-scheduling decisions [27]. Thus,network QoS provision cannot

be considered as one of the aims of this proposal.

Gnutella [17] uses flooding, requiring each peer to forward the query to all its neigh-

bors. Every query has atime-to-live(TTL), which is decremented each time a peer receives

a query. When the TTL reaches 0, the query will be rejected, andthe user informed of the

rejection. When one of the peers accepts the query, it also informs the user. Due to the fact

that the number of queries increase each time they are forwarded by a peer – many different

peers may accept the same query. In this case, the job will be executed in the peer whose

answer reaches the user first.

DIANA [3] performs global meta-scheduling in a local environment, typically in a

LAN. In DIANA, a set of meta-schedulers are used that work in aP2P manner. Each site has

a meta-scheduler that communicates with all other meta-schedulers on other sites. DIANA

has been developed to make decisions based on global information. This makes DIANA

unsuitable for a realistic Grid testbed, such as the LHC Computing Grid [23], which has
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around 200 sites and tens of thousands of CPU (for a map showingreal time information,

see [19]).

Assunç̃ao et al. [12] provide an architecture for the inter-networking of islands of

Grids, which identifies and proposes an architecture, mechanisms, and policies that allow

the inter-connectivity of Grids, and allows Grids to grow ina similar manner to the Internet

– referred to as theInterGrid. The proposed InterGrid architecture is composed of Gateways

responsible for managing peering arrangements between Grids.

3 Inter-domain meta-scheduling

The architecture presented in this work provides meta-scheduling of jobs to computing

resources in different administrative domains. When a user queries the GNB fora computing

resource to run a job, the GNB will proceed with a selection procedure. If there is a suitable

resource in the local domain, the job will be allocated to that resource – alternatively, a

resource in another domain may be required – requiring the GNB to determine which domain

should be chosen.

Figure 3 shows theintra-domainmeta-scheduling architecture. When the GNB of a

domain receives a job to be scheduled, and no suitable computing resource exists locally,

the GNB chooses one of the neighbor domains, and forwards thequery to it. Apart from the

GNB, each domain has other entities, such as a resource monitor (for instance, Ganglia [25]),

a bandwidth broker (BB, such as [33]), and aGrid Information Service(GIS, such as [14]).

A number of assumptions are necessary for the effective deployment of such an architec-

ture. Thefirst assumption is that each domain must be capable of providing the resources

it advertises, i.e. when a domain publishes that it has, e.g,X machines withY speed, those
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Figure 3: Inter-domain meta-scheduling architecture.

machines must be availablewithin the domain, and conform to the advertised specification.

Hence, a domain must not contain a pointer to machines held inother domains, but should

be able to offer these machines locally. Specifying a pointer to machinesheld elsewhere is

not useful to us, because the effective bandwidth and the number of hops of the network path

from the current domain to each neighbor is needed. This pathwill be used by the job during

its transmission. Thesecondassumption is that the resource monitor should provide exactly

the same measurements in all the domains. Otherwise, no comparison between resources

available within different domains can be made. Besides, when there are more than one net-

work paths from one domain to another,Border Gateway Protocol(BGP) [31] will decide

which is the optimal path.
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The concept ofRouting Indices(RI) [11] is used in order to forward queries to neigh-

bors that are more likely to have the required resources. Forwarding decisions use the local

RI value of neighbouring domains, rather than selecting neighbors at random or by flooding

the network by forwarding the query to all neighbors. RI will be explained the next.

3.1 Routing Indices

Routing Indices (RI) [11] were initially developed for document discovery in P2P sys-

tems, and have also been used to implement a Grid informationservice in [30]. The goal

of RIs is to help users find documents with content of interest across potential P2P sources

efficiently.

RI are used to make query forwarding decisions between domains in our system, and

to avoid the need for flooding the entire network. The RI represent the availability of data

of a specific type in the neighbor’s information base. A version of RI calledHop-Count

Routing Index(HRI) [11] is used, which considers the number of hops needed to reach a

datum. This implementation of HRI calculates the aggregate quality of a neighbor domain,

based on the number of machines, their power, current load and the effective bandwidth of

the link between the two domains, as described in equation (1).

I l
p =

( nummachinesp
∑

i=0

max num processesi
current num processesi

)

× e f f bw(l, p) (1)

whereI l
p is the information that the local domainl keeps about the neighbor domain

p; nummachinesp is the number of machines domainp has;current num processesi is

the current number of processes running on the machine;max num processesi is the max-

imum number of processes that can be run on that machine, and will be explained later
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on; e f f bw(l, p) is the effective bandwidth of the network connection between the local do-

main l and the peer domainp, and is calculated by considering measurements obtained by

SNMP [26], as pointed out in [8]. Predictions on the values ofthe current number of pro-

cesses and the effective bandwidth can be used, for example, and calculated aspointed out

in [8]. As it can be seen, the network plays an important role when calculating the quality of

a domain.

When using this equation, we aim at stressing the fact that both computing and network

capability are equally important, and both parameters mustbe considered in order to decide

about the quality of an administrative domain.

The max num processesi metric is is used to determine how powerful a particular

machine is. It is calculated by considering the speed of the CPU and the amount of memory

it has. Equation (2) shows the actual formula used.

max num processes= k1 ×
memory

max(memory)
+ k2 ×

cpu speed
max(cpu speed)

(2)

In Equation (2),k1 andk2 are two weighting constants that show the importance of each

normalized parameter (memory and CPU speed) when calculating the maximum number of

processes. Also,k1+ k2 represents the maximum number of processes we would like to have

in the best of our machines. That is, if we take the machine with the fastest CPU and the

machine with the lagest memory,k1+ k2 the maximum number of processes in that machine.

This is done in order to allow local administrators to set limits on the use of resources. The

maximum memory and CPU speed must be propagated between peers, so that all the peers

share the same values for them.

This equation has been chosen because the capability of a computing resource depends

on CPU speed and memory size, been both parameters very important. This is, the more
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Figure 4: Peer-to-peer relations between several administrative domains.

memory a machine has, the more processes can be executed at the same time in that machine.

Besides, the fastest a CPU is, the sooner processes will be executed.

Equations (1) and (2) show why the two assumptions mentionedbefore are needed.

As the effective bandwidth between domains is needed in Equation (1),it is important that a

domain correctly report it’s resource capabilities. Otherwise, the actual links used to trans-

mit the job could not be accurately characteized. The secondassumption requires that the

domains must report the same monitoring metrics (such as CPU speed, current load and

effective bandwidth), as otherwise no comparison could be madebetween domains.

HRI have been used as described in [11]: in each peer, the HRI is represented as an

M × N table, whereM is the number of neighbors andN is the horizon (maximum number

of hops) of our Index: thenth position in themth row is the quality of the domains that can

be reached going through neighborm, within n hops. As an example, the HRI of peerP1 are

provided in Table 1 (for the topology depicted in Figure 4), whereSx.y is the value for peers

that can be reached through peerx, and arey hops away from the local peer (in this case,

P1), and calculated as in Equation 3. Hence,S2.3 represents the quality of domains which

can reached through peerP2, whose distance from the local peer is 3 hops.
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Table 1: HRI for peerP1.
Peer P2 P3

1 hop S2.1 S3.1

2 hops S2.2 S3.2

3 hops S2.3 S3.3

Table 2: Detailed HRI for peerP1.
Peer P2 P3

1 hop I P1
P2

I P1
P3

2 hops I P2
P4
+ I P2

P5
I P3
P6
+ I P3

P7

3 hops I P4
P8
+ I P4

P9
+ I P5

P10
+ I P5

P11
I P6
P12
+ I P6

P13
+ I P7

P14
+ I P7

P15

Sx.y =















I Pl
Px
, wheny = 1

∑

i I Pt
Pi
,∀Pi ,d(Pl ,Pi) = y∧ d(Pl ,Pt) = y− 1∧ d(Pt,Pi) = 1, otherwise

(3)

In Equation 3,d(Px,Pi) is the distance (in number of hops) between peersPx and

Pi. Sx.y is calculated based on the distance from some local peer. Whenthe distance is 1,

thenSx.y = I Pl
Px

, because the only peer that can be reached from local peerPl throughPx

within 1 hop isPx. Otherwise, for those peersPi whose distance from the local peer isy,

the information that each peerPt (which is the neighbor ofPi) keeps about them has to be

added. Hence, the HRI of peerP1 will be calculated as shown in Table 2.

3.2 Goodness function

In order to use RIs, a key component is thegoodness function[11]. The goodness

function is needed to decide the quality of each neighbor domain. This is done by considering
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the quality of peers that can be reached through each neighbor, and their distance from the

local peer. In other words, for each direct neighbor of the local peer, the goodness function

will decide how good each of them is. This is done by considering the HRI and the distance

between neighbors.

For example, consider the topology depicted in Figure 4. If peerP1 needs to forward

a job to one of its neighbors, it will have to decide betweenP2 andP3. So, P1 will apply

the goodness function to both of them, and one of them will be chosen. When applying the

goodness function toP2, the quality of peers that can be reached through it (namelyP4, P5,

P8, P9, P10, andP11) will be considered. In the same way, the quality ofP3 depends on the

quality of P6, P7, P12, P13, P14, andP15. This is done by means of the HRI, since it keeps

information on the peers that can be reached through each neighbor peer.

Imagine that the best resources belong to peerP6, and all the resources belonging to the

other peers are overloaded. In this case,P1 would choose to forward the job toP3, because

althoughP3 does not have a suitable resource, it is closer toP6 thanP2.

Our goodness function can be seen in Equation (4), wherep is the peer domain to

be considered;H is the horizon for the HRIs; andF is the fanout of the topology. As [11]

explains,horizonprovides an upper bound on the distance (number of hops) searched; hence,

peers whose distance from the local peer is higher than the horizon will not be considered.

Meanwhile, thefanoutof the topology is the maximum number of neighbors a peer has.

goodness(p) =
∑

j=1..H

Sp. j

F j−1
(4)

3.3 Example

The use of HRIs is demonstrated through an example based on thetopology depicted

in Figure 4. Suppose that all the peers (recall that each peerrepresents a whole administrative
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domain) in Figure 4 have 2 machines, each one with a speed of 1 GHz and 1 GB of memory;

k1 = k2 = 50 and the current number of processes is 40 for all of them. Link bandwidths

appearing in the figure have been calculated as [8] suggests.Finally, the horizon is 3, and

fanout is 3. In order to calculate the HRI of peerP1, eachI l
p is calculated as shown in Table 3.

TheseI l
p produce the HRI depicted in Table 4 by adding the results presented in each cell of

Table 3.

Table 3: Calculation ofI l
p.

Peer P2 P3

1 hop I P1
P2
=

(

100
40 +

100
40

)

∗ 0.5 = 2.5 I P1
P3
=

(

100
40 +

100
40

)

∗ 1 = 5

2 hops I P2
P4
=

(

100
40 +

100
40

)

∗ 0.2 = 1 I P3
P6
=

(

100
40 +

100
40

)

∗ 0.5 = 2.5

I P2
P5
=

(

100
40 +

100
40

)

∗ 0.9 = 4.5 I P3
P7
=

(

100
40 +

100
40

)

∗ 0.5 = 2.5

3 hops I P4
P8
=

(

100
40 +

100
40

)

∗ 0.2 = 1 I P6
P12
=

(

100
40 +

100
40

)

∗ 0.2 = 1

I P4
P9
=

(

100
40 +

100
40

)

∗ 0.9 = 4.5 I P6
P13
=

(

100
40 +

100
40

)

∗ 0.9 = 4.5

I P5
P10
=

(

100
40 +

100
40

)

∗ 0.2 = 1 I P7
P14
=

(

100
40 +

100
40

)

∗ 0.2 = 1

I P5
P11
=

(

100
40 +

100
40

)

∗ 0.9 = 4.5 I P7
P15
=

(

100
40 +

100
40

)

∗ 0.9 = 4.5

Table 4: Example HRI for peerP1.
Peer P2 P3

1 hop 2.5 5
2 hops 5.5 5
3 hops 11 11

If a computing resource is required at peerP1, then the following goodness function is

applied:

goodness(P2) = 2.5
30 +

5.5
31 +

11
32 = 5.5

goodness(P3) = 5
30 +

5
31 +

11
32 = 7.8
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Figure 5: A query (Q) is forwarded fromp1 to the best neighbors (p3, p6, andp7).

The goodness function produces a higher value forP3 compared toP2. This occurs

because the network connection toP3 makes it more suitable to execute jobs thanP2. Thus,

the job would be forwarded toP3.

3.4 Search technique

Several techniques are used for searching in P2P networks, including flooding (e.g.

Gnutella) or centralized index servers (e.g. Napster). More effective searches are performed

by systems based on distributed indices. In these configurations, each node holds a part of

the index. The index optimizes the probability of finding quickly the requested information,

by keeping track of the availability of data at each neighbor.

Algorithm 1 shows the way that our architecture performs thescheduling of jobs to

computing resources. In our system, when a user wants to run ajob, he submits a query

to the GNB of the local domain. This query is stored (line 7) asit arrives for the first

time to a GNB. The GNB looks for a computing resource in the local domain matching the
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Algorithm 1 Search algorithm.
1: Let q = new incoming query
2: Let LocalResource= a resource in the local domain
3: Let NextBestNeighbor= a neighbor domain select by the goodness function
4: Let ToTry= the next neighbor domain to forward the query to
5: for all q do
6: LocalResource:= null
7: if (QueryStatus(q) = not present)then
8: {the first time the query arrives at this domain, store the query}
9: QueryStatus(q) := 1

10: {look for a computing resource in the local domain}
11: LocalResource:= MatchQueryLocalResource(q)
12: end if
13: if (LocalResource== null) then
14: {no computing resource in the local domain, so forward the query to a neighbor

domain}
15: ToTry := QueryStatus(q)
16: NextBestNeighbor:= HRI(q, ToTry)
17: if (NextBestNeighbor== null) then
18: {the query must be bounced back}
19: Recipient := Sender (q)
20: else
21: Recipient := NextBestNeighbor
22: QueryStatus(q) += 1
23: end if
24: ForwardQueryToRecipient(q, Recipient)
25: else
26: {tell the requester a computing resource has been found}

27: SendResponseToRequester(q)
28: end if
29: end for

requirements of the query (line 11). If the GNB finds a computing resource in the local

domain that matches the requirements, then it tells the userto use that resource to run the

job (line 27). Otherwise, the GNB will forward the query to the GNB of one of the neighbor

domains. This neighbor domain will be chosen based on theHop-Count Routing Index,

HRI, explained before (line 16). The parameterToTry is used to decide which neighbor

should be contacted next, as shown in Figure 5 – wherep3 will contactp6); if the query is

bounced back, then the 2nd best neighbor will be contacted (p3 will contact peerp7), and so

15



on. Hence, a neighbor domain is only contacted if no suitablelocal computing resources are

available.

4 Evaluation

Two types of evaluations have been undertaken to validate our approach. First, we

focus on how HRIs evolve when varying system parameters – an evaluation from the point

of view of thesystem. The second evaluation is carried out to evaluate the approach from the

point of view of theusers.

4.1 System point of view

For the first evaluation, the topology presented in Figure 5 is used; all the data pre-

sented here refer to peerp1. In the simplest case, all link bandwidths are assumed to be

1 Gbps, and all the peers have 1 resource made of 1 machine, with 4 Gb of memory and

CPU speed of 1 GHz.

For Equation 1, the values ofcurrent num processesi have been approximated as a

uniform distribution between 10 and 100, and themax num processesi as 100. Regarding

thee f f bw(l, p), a Poisson distribution has been considered for those links that are heavily

loaded, and a Weibull distribution for those links which arenot, as [9] suggests. In Figure 5,

the even links will be heavily used, and are depicted with a thicker line.

To calculate the meanµ for the Poisson distribution, and scaleβ and shapeα for the

Weibull distribution, it has been considered that the levelof use of heavily used links is
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Figure 6: Variation of link usage.
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Figure 7: Variation of the number of processes (Uniform distribution).

80 %, whilst less heavily used links exhibit a 10 % usage. Thisway, if a heavily used link

transmits 800 Mb in 1 second, and the maximum transfer unit ofthe links is 1500 bytes,

the inter-arrival time for packets is 0.000015seconds– corresponding toµ of the Poisson

distribution. In the same way, the value for theβ parameter of the Weibull distribution is

calculated to be 0.00012seconds.

A measurement period of 7 days has been simulated, with measurements collected

every 30 minutes. Figures 6 and 7 present the variation in theuse of links and the number of

processes, following the mathematical distributions explained before. Figure 6 represents the

level of use of links compared to the actual bandwidth (1 Gbps), per measurement. Heavily
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Figure 8: Variation ofSx.y for loaded/ unloaded links.

0 50 100 150 200 250 300
0.00000

0.00005

0.00010

0.00015

0.00020

0.00025

0.00030

0.00035

0.00040

Figure 9:S2.2 (S3.2 would also look like this).

used links get a higher used bandwidth than other links. Thisdata is used to determine along

which link a query may be forwarded.

Figure 8 and 9 present the variation of theSx.y for both heavily/ less heavily loaded

links. These figures have been calculated by means of the formulas explained in Section 3.1,

and applied to the mathematical distributions mentioned above. From Tables 1 and 2,S2.1 =

I p1
p2, andS3.1 = I p1

p3. It can be seen that the network performance affects the HRI, as was

expected. A higher HRI is better, as it means that the peer is powerful and well connected.

Also, when the link is not heavily loaded,S takes higher values and has a greater spread.

Conversely, when the link is heavily loaded, more values are grouped together at the bottom
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Figure 10: Variation of the goodness function.
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Figure 11: Peer chosen (linkp1− p2 unloaded, linkp1− p3 loaded).

of the figure. Also, for Figure 9,S2.2 = I P2
P4
+ I P2

P5
, andS3.2 = I P3

P6
+ I P3

P7
, which means that to

calculateS2.2 andS3.2, both heavily and less heavily used links are used.

Figure 10 shows the variation of the goodness function for the 2 neighbors of peer

p1. Recall that the link betweenp1 andp2 is unloaded, and the link betweenp1 andp3 is

loaded. It can be seen that the goodness function forp2 has higher values, and forp3 it has

more values grouped at the bottom of the figure. Thus, peerp2 will be chosen more often

thanp3. This is depicted in Figure 11. Figure 11 (a) shows the peer that is chosen each time,

and Figure 11 (b) shows an aggregate count of how often a particular peer was chosen. Peer
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p2 is chosen 242 times out of 336 (around 72%), and peerp3 is chosen 94 times (around

28%).

4.2 Users’ point of view

A complementary evaluation from a users’ point of view is nowpresented. This ap-

proach is compared with other approaches from literature, namely GriDM and flooding,

which were explained in Section 2. The aim of such a comparison is to emphasise that the

network is an important resource that influences the performance received by users in a Grid.

Thus, approaches that do not consider the network will not perform as efficiently as possi-

ble. Besides, when a query must be forwarded, the process of finding a suitable destination

must be performed in a scaleable manner, so that it can efficiently fit into such a dynamically

changing environment. Furthermore, considering only the direct neighbors of an administra-

tive domain (instead of the whole Grid system) considerablyreduces the scope of the search,

making the approach more scaleable.

4.2.1 Experiments and results

A network scenario based on the EU DataGRID Testbed has been created, as shown in Fig-

ure 12 [21]. The original topology has been modified (3 links have been removed) to avoid

loops when constructing Routing Indices (the issue of keeping HRI working and avoiding

loops has already been treated in [11], but this is not related to our Grid meta-scheduling

proposal). The topology shows eleven computing resources spanning several locations in

Europe. Each location is an administrative domain, with thestructure shown in Figure 3. For

the sake of clarity, only routers and computing resources are depicted.
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Figure 12: EU DataGRID Testbed 1.

Figure 13: Peer-to-peer topology.

Boundaries between administrative domains are shown in circles in Figure 12, and the

bandwidth of the link connecting the GNB is the same as that ofthe computing resource

in that domain. Hence, the connectivity structure leads to the P2P topology depicted in

Figure 13, where links between peers are the bottleneck of the network paths between GNBs.

From now on, link bandwidths mentioned in this section are those appearing in Figure 13.

The three proposals (ID-GNB, GriDM and flooding) have been implemented in GridSim.

The following decisions have been made:
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• Meta-scheduling is performed inmeta-scheduling rounds, with an interval of 20 sec-

onds.

• The monitoring of neighbors (ID-GNB and GriDM) is undertaken every 10 seconds.

This has been chosen to allow 2 monitoring rounds to completefor every meta-schedul-

ing round, so that more accurate information on the status ofthe neighbors is compiled.

• Peers accept a job to be executed in their local resource whenthe resource has idle

CPUs at the moment the query reaches the peer. If a query reaches the peer more than

once, this is done every time the query reaches the broker.

• Job queries in both GriDM and flooding experiments have a TTL,which has been

chosen to allow queries to reach all the peers in the topology. For GriDM, it is equal

to 11; for flooding, the TTL is 5.

• For GriDM, the load of the computing resource provided by GridSim is used to decide

which neighbor a query must be forwarded to. The least loadedcomputing resource is

chosen each time.

• Several computing resources have full local (non-Grid) computing load, in the same

way as in the intra-domain scenario. These computing resources areRes 0, Res 1,

Res 2, Res 3, Res 4, andRes 5. Their local load covers around 95% of the computing

power of the resources. That is, only around 5% of the computing power of each CPU

at those resources is available for Grid users. For the otherresources, the local load is

nearly 0%. This has been decided in order to simulate a real Grid scenario, in which

resources may have local load, that may differ between resources.

Table 5 summarizes the characteristics of simulated resources, which were obtained

from a real LCG testbed [22]. The CPU rating is defined in MIPS (Millions of Instructions

Per Second) as per SPEC (Standard Performance Evaluation Corporation) benchmark. The

number of nodes for each resource have been scaled down by 10,due to memory limitations
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Table 5: Resource specifications.
Peer ID Res. (Location) # Nodes CPU Rating # Users

0 RAL (UK) 41 49,000 12
1 Imp. College (UK) 52 62,000 16
2 NorduGrid (Norway) 17 20,000 4
3 NIKHEF (Netherlands) 18 21,000 8
4 Lyon (France) 12 14,000 12
5 CERN (Switzerland) 59 70,000 24
6 Milano (Italy) 5 70,000 4
7 Torino (Italy) 2 3,000 2
8 Rome (Italy) 5 6,000 4
9 Padova (Italy) 1 1,000 2
10 Bologna (Italy) 67 80,000 12
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Figure 14: Number of succeeded jobs.
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– otherwise the full experiment would require more than 2 GB of memory, and would take

several weeks of processing. Finally, each resource node has four CPUs. For this experi-

ment, 100 users were created and distributed among the locations, as shown in Table 5. Each

user has multiple jobs, with the processing power of each jobbeing 1,400,000Million In-

structions(MI ), which means that each job takes about 2 seconds if it is run on the CERN

resource. Also, I/O file sizes are 24 MB. All jobs have the same parameters that aretaken

from ATLAS online monitoring and calibration system [4].

Our experiment is aimed at determining the behavior of the inter-domain meta-schedul-

ing algorithm. Hence, the aim of the experiment is seeing howdifferent algorithms affect the

performance received by users in terms of number of queries forwarded, rate of queries per

job, and the overall job execution time. Statistics relatedto the amount of data transferred

between peers to keep HRIs up-to-date are also presented.

Figure 14 presents results regarding number of jobs that were successfully completed

for each inter-domain meta-scheduling policy, as the number of jobs each user wants to

run varies. It can be seen that there is no difference between the use of GriDM and ID-

GNB approaches, since both of them can find a computing resource for all the jobs in all the

experiments. On the other hand, as the number of jobs per userincreases, there is an increase

in the number of jobs in the flooding approach that cannot be allocated to any computing

resource. Hence, those jobs remain unexecuted.

Now consider Figure 15, which depicts the number of queries forwarded per success-

fully completed job. This statistic has been calculated by dividing the actual number of

queries forwarded by the number of successfully completed jobs. Hence, this statistic in-

cludes queries forwarded for those jobs which could not be executed. As expected, flooding

requires more queries per job, since each peer forwards incoming queries it cannot fulfill to

all its neighbors. With regard to ID-GNB and GriDM, ID-GNB shows the smallest values

for this statistic, and the difference gets bigger as the number of jobs per user increases. For
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Figure 15: Number of queries per succeeded job.

the case of 15 jobs per user, ID-GNB requires 30% less queriesthan GriDM, for the same

amount of successful jobs.

Figure 16 shows the amount of data forwarded through the network, and includes ping

requests made from peer to peer to support meta-scheduling.However, flooding does not

require such information. As expected, ID-GNB requires less bytes to be forwarded, since it

only requires information from the neighbors. Conversely, GriDM requires information from

all the peers, thus increasing the amount of information forwarded through the network.

Figure 17 illustrates the number of bytes transferred through the network in queries.

This is calculated as the sum of the size of each query that is propagated through the system.

Each query has a number of parameters, including an identification for the user, another
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Figure 16: Data forwarded through the network when getting information.

identification for the computing resource chosen to run the job, TTL, identification of the

GNB that forwarded the query to the current GNB, the size of thejob, and sizes of input

and output files. All of them make a job request object size of 60 bytes. This figure shows

that when the number of jobs per user is small, there are negligible differences between

strategies, but as the number of jobs per user increases, differences increase as well. As was

expected, the flooding approach has the highest value for this statistic, followed by GriDM,

and ID-GNB respectively.

The number of jobs executed in each computing resource is depicted in Figures 18, 19

and 20. When there is a small number of jobs per user (see Figure18), there are negligible
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Figure 17: Data forwarded through the network in queries.

differences between strategies since all the resources run the same number of jobs in each

case.

When each user has 10 jobs (see Figure 19), differences are still negligible. But when

each user has 15 jobs (see Figure 20) differences clearly arise. In this last case, it can be

seen that there are some computing resources that execute a high number of jobs for all

the strategies (namely,Res 0 (RAL), Res 1 (Imperial College),Res 5 (CERN) andRes 10

(Bologna)). These are the most powerful computing resources, since they have more nodes

than others.

Apart from this observation, when ID-GNB is being used (see Figure 20 (a)), it can be

seen that resourceRes 4 (Lyon) runs around 175 jobs, a considerably higher number ofjobs
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Figure 18: Number of jobs submitted to each computing resource, for 5 jobs per user.

than when GriDM is used (Figure 20 (b)). This is because this resource has a high bandwidth

link of 2.5 GB (see Figure 13) which does not get overload. As Routing Indices are heavily

influenced by the effective bandwidth of a link, this makesRes 4 a good candidate to execute

jobs.

When ID-GNB is being used, resourcesRes 6 (Milano) andRes 7 (Torino) execute

hardly any jobs, as opposed to the case when GriDM is running.This is explained by the fact

that their links do not have good bandwidth, thus ID-GNB doesnot consider them as good

candidates to run jobs. But they have low local load, thus GridM considers them as good

candidates to run jobs.
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Figure 19: Number of jobs submitted to each computing resource, for 10 jobs per user.

For flooding (depicted in Figure 20 (c)), it can be seen that although computing re-

sourceRes 8 (Rome) is less powerful, it executes more jobs than resourceRes 6 (Milano).

This is becauseRes 8 has 5 neighbors (as can be seen in Figure 13). So, it gets flooded with

queries from them, and whenever its computing resource getsidle another request arrives

and is accepted for execution in that resource.

Figure 21 depicts the average network latencies of jobs. This statistic is calculated for

each job, for example, the average network latency is calculated for job 0 for all the users.

This is undertaken to demonstrate latencies of different jobs which were submitted in the

same order (jobs with the same number for all the users). As before, when each user has

5 jobs (represented in Figure 21 (a)), differences between approaches are negligible (being
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Figure 20: Number of jobs submitted to each computing resource, for 15 jobs per user.

ID-GNB slightly worse). When each user has 10 jobs (represented in Figure 21 (b)), GriDM

and flooding approaches show similar results, and ID-GNB performs better. The reason is

that the network is more loaded than before, thus the networkperformance becomes more

important than in the previous case, and the resource workload becomes less important. This

fact is supported by the number of queries per succeeded job (presented in Figure 15 (b)),

which shows that GriDM needs more queries to find a suitable resource for each job than

ID-GNB.

When users have 15 jobs (shown in Figure 21 (c)), the average network latency is

higher for GriDM than for the other approaches. Since GriDM does not consider the network

load, the resource chosen is not the most suitable. This is confirmed by the number of queries
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Figure 21: Average network latencies.

per successfully completed job (presented in Figure 15 (c)). Also, flooding presents similar

latencies than ID-GNB, because of the nature of flooding. Recall that with flooding, every

peer forwards each query to all its neighbors, thus it reaches a suitable computing resource, at

the expense of a really high number of queries per succeeded job (presented in Figure 15 (c))

and a greater amount of interchanged information in queries(presented in Figure 17 (c)).

Figure 22 depicts the average wallclock latencies of jobs, and represents the total time

jobs spend in computing resources, including waiting time (when no CPU is idle when the

job arrives at the resource), and execution time. As before,when each user has 5 jobs (Fig-

ure 22 (a)) differences between strategies are negligible. When users have 10 jobs (Fig-

ure 22 (b)) differences start to arise, and ID-GNB performs slightly worse than the other
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Figure 22: Average wallclock latencies.

strategies. When users have 15 jobs (Figure 22 (c)), differences are clearer, and GriDM

shows the best results. This is explained by the fact that GriDM always chooses the least

loaded computing resource. But differences are almost negligible (a few tens of seconds),

compared with the differences in network latencies (shown in Figure 21).

The last statistic presented is the average total latency for jobs, which is shown in

Figure 23. This statistic includes the elapsed time since users submitted the job to the com-

puting resource, until the output of the job reaches the user. It includes the transmission time,

queueing time at the resource (if no CPU is idle at the moment),and the execution time of

the job. Thus, it is the result of adding the statistics presented in Figures 21 and 22. They

present similar tendencies as for the network latencies (presented in Figure 21).
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Figure 23: Average total latencies.

The results of this evaluation show that ID-GNB outperformsboth GriDM and flooding

in terms of number of queries required for each job, and network and total latency times. ID-

GNB achieves a better rate of successfully completed jobs and lower latencies, with less

queries per job. Besides, less information must be sent through the network to keep the

architecture working. This therefore demonstrates that ID-GNB is scalable, hence it is a

more appropriate technique for realistic Grid environments.
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5 Conclusions and future work

Grids are made of different administrative domains connected with each other. Thus,

relations between domains are key in Grid computing and mustbe considered when per-

forming meta-scheduling. An extension to an existing meta-scheduling framework has been

proposed to allow network-aware multi-domain meta-scheduling based on peer-to-peer tech-

niques.

More precisely, the proposal is based onRouting Indices(RI). This way we allow

nodes to forward queries to neighbors that are more likely tohave answers. If a node cannot

find a suitable computing resource for a user’s job within itsdomain, it forwards the query

to a subset of its neighbors, based on its local HRI, rather than by selecting neighbors at

random or by flooding the network by forwarding the query to all neighbors.

Results presented here demonstrate the better performance and the scalability ofInter-

Domain GNB, ID-GNB. The results of the evaluation depict that our meta-scheduler outper-

forms existing proposals in terms of number of queries required for each job, network time

and total latency. ID-GNB achieves better rate of succeededjobs and better latencies, with

less queries per job. Also, less information is transmittedthrough the network to keep the

infrastructure working (which makes it scalable).

In this paper, a combination of data on the status of the network and the status of the

computing resources are used to perform inter-domain meta-scheduling, but this may not be

enough. For example, a job may have the following requirements: < OS= Linux, SW=

Java 5, MatLab 7, HW= 200 GB available hard disk>. In this case, the most powerful

unloaded computing resource, whose network is also powerful and unloaded cannot execute

this job unless this computing resource fulfills the requirements of the job. Tryin to iden-

tify how job properties precisely match resource properties has already been the subject of
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considerable research in matchmaking (e.g. Condor classads). Without the use of such ap-

proaches, utilizing the inter-domain scenario presented here still has limitations, as GNBs

must decide which information to provide to their neighbor GNBs, and this must be done

in an efficient and scalable manner. The use of a summarization process may be a useful

approach to summarize capabilities of multiple resource properties or job classads, before

spreading it to the neighbors. Thus, further research can beconducted following this direc-

tion.
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